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Privacy leakage

• Privacy leakage in distributed learning - data and model not co-located

ΔΘ

Θ

Subject

My credit card # is 11|2233….

 [Konečný et al. 2016, McMahan et al. 2017]
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https://arxiv.org/search/cs?searchtype=author&query=Kone%C4%8Dn%C3%BD%2C+J


Privacy leakage

• Privacy leakage in fine-tuned model – trained with protective data

• Question 1: When and how does our observation reveal the training data?

• Question 2: Is there optimal strategy to defense data leakage?
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Part I

• When and how does our observation reveal the training data?
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Private learner

Adversary

Threat model more formally:

• Batch of data:

•  𝑆 = { 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , ⋯ , 𝑥𝐵 , 𝑦𝐵 }

• Prediction function: 

• 𝑥 → 𝑓 𝑥; Θ

• Model update: 

• G : = 
1

𝐵
∇Θ σ𝑖=1

𝐵 ℓ 𝑓 𝑥𝑖 , Θ , 𝑦𝑖 =: 𝐹Θ(𝑆)
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• Inverse problem:

• Recover 𝑆 from G=𝐹Θ(S), Θ is known 



Prior work

• Attacking methods

• Gradient matching (gradient inversion):

  min
𝑆={ 𝑥𝑖,𝑦𝑖 }

𝐺 − σ𝑖=1
𝐵 ∇ℓ 𝑓 𝑥𝑖; Θ , 𝑦𝑖
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7[Zhu et al., 2019; Yin et al., 2021; Jeon et al., 2021]
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• Feature reconstruction through linear algebra techniques

8[Wang, Lee, L, 2023, Kariyappa et al., 2023]



Prior work

• Attacking methods

• Gradient matching (gradient inversion):

  min
𝑆={ 𝑥𝑖,𝑦𝑖 }

𝐺 − σ𝑖=1
𝐵 ∇ℓ 𝑓 𝑥𝑖; Θ , 𝑦𝑖
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• Feature reconstruction through linear algebra techniques

• Partial data reconstruction through fishing parameters 

9[Wen et al., 2022, Boenisch et al., 2023, Fowl et al., 2021]



Prior work

• Defending methods

• Quantizing/pruning the gradient

• Dropout 

• Secure aggregation

• Multiple local aggregation

10

Reduce observation’s dimension

Increase unknown signal’s dimension



Prior work

• Defending methods

• Quantizing/pruning the gradient

• Dropout 

• Secure aggregation

• Multiple local aggregation

• Add noise

11

Reduce observation to signal ratio

Reduce observation to noise ratio

[Huang et al 2021]



Prior work

• Theoretical analysis

• Differential Privacy: more tailored for membership inference attack

• Definition of 𝜖 -DP: can not distinguish any two neighboring datasets well (not much 
better than random guessing)

• Renyi-DP: reconstructing last sample with other samples known

• Distance measured in max divergence (DP) => in more relaxed choice of divergence

• However: they only have constant conversion rate

12[Dwork. 2006] [Guo et al 2022]



Prior work

• Theoretical analysis

• Differential Privacy: more tailored for membership inference attack

• Renyi-DP: reconstructing last sample with other samples known

Problems:

1. Not practical: For a model 𝑓 with 𝑆𝑓 sensitivity, adding Gaussian noise with 

variance  
𝑆𝑓

2

𝜖2 will satisfy 𝜖  -DP

• But in a 2-layer m-width neural network, 𝑆𝑓 ∝ 𝑚

2. Too strong: Not necessary in some scenarios: 

•  𝑆 = {𝑥1, 𝑥2, ⋯ , 𝑥𝐵}, G = 𝑥1 + 𝑥2 + ⋯ + 𝑥𝐵

• No DP guarantee, but not possible to reconstruct (unless with prior information)

13[Abadi et al. 2016]  [Liu, Wang, Chen, L, 2024]



Prior work

• Theoretical analysis

• Differential Privacy: more tailored for membership inference attack

• Renyi-DP: reconstructing last sample with other samples known

14

• Instead, we want to establish a tight estimation on the data 
reconstruction error, by studying the key factors of

• Data dimension

• Model architecture

• Defense strength



Prior work

• Theoretical analysis

• Differential Privacy: more tailored for membership inference attack

• Renyi-DP: reconstructing last sample with other samples known
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• Instead, we want to establish a tight estimation on the data 
reconstruction error, by studying the key factors of

• Data dimension, model architecture, defense strength, with

• algorithmic upper bound for the reconstruction error

• (hopefully matching) information theoretic lower bound 



Warm-up:

• Two-layer neural network

𝑓 𝑥; {𝑊, 𝑎} = ෍

𝑗=1

𝑚

𝑎𝑗𝜎 𝑤𝑗
⊤𝑥 = 𝑎⊤𝜎(𝑊⊤𝑥)

• Observations G:

∇𝑎𝑗
𝐿 = ෍

𝑖=1

𝐵

𝑙𝑖
′𝜎 𝑤𝑗

⊤𝑥𝑖 , ∇𝑤𝑗
𝐿 = ෍

𝑖=1

𝐵

𝑙𝑖
′𝜎′ 𝑤𝑗

⊤𝑥𝑖 𝑥𝑖 , 𝑗 = 1,2, … 𝑚
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First impression

• Parameter counting: 

• G : (d+1)m

• S : (d+1)B 

➔ need m>B to achieve nontrivial estimation error?

• Not enough! (Potentially) redundancy in the observations
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(Bad) Examples: 
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• Linear activation:

• ∇𝑎𝐿 = 𝑊 σ𝑖=1
𝐵 𝑙𝑖

′𝑥𝑖 ; ∇𝑊𝐿 = 𝑎 σ𝑖=1
𝐵 𝑙𝑖

′𝑥𝑖
⊤

• Can only identify a linear combination of X

• Quadratic activation:

• ∇𝑎𝑗
𝐿 = 𝑤𝑗

⊤ തΣ𝑤𝑗; ∇𝑤𝑗
𝐿 = 2തΣ𝑤𝑗 , here തΣ = σ𝑖=1

𝐵 𝑙𝑖
′𝑥𝑖𝑥𝑖

⊤ 

• Can only identify the span of X   



Our goal:
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• Upper bound: 

• 𝑅𝑈 𝐴 ≔ max
𝑆

𝑑 𝑆, 𝐴 𝑂 ,

• Distance metric: 𝑑 𝑆, መ𝑆 ≔ min𝜋
1

𝐵
σ𝑖 ||𝑆𝑖 − ෣𝑆𝜋(𝑖)||2 (up to permutation)

• No defense: O=G, with defense: O=D(G)

• Lower bound: 

• 𝑅𝐿 = min መ𝑆=𝐴 𝑂 max
𝑆

 𝑑 𝑆, መ𝑆

• No defense: O=G+𝜖, 𝜖 ∼ 𝑁 0, 𝜎2 , with defense: O=D(G) +𝜖

• Remark: our focus is on properties of model architecture/weight + 
defense method (not on data)



Algorithmic upper bound on defenses 

20
[Liu, Wang, Chen, L, 2024] https://arxiv.org/abs/2402.09478

Defense Upper bound

No defense ෨𝑂 𝐵 𝑑/𝑚

Local aggregation ෨𝑂 𝐾𝐵 𝑑/𝑚

𝜎2−gradient noise ෨𝑂 (𝐵 + 𝜎) 𝑑/𝑚

DP-SGD ෨𝑂 (𝐵 + 𝜎max{1, 𝐺 /𝜋}) 𝑑/𝑚

p-Dropout ෨𝑂 𝐵 𝑑/(1 − 𝑝)𝑚

Gradient pruning: unknown

https://arxiv.org/abs/2402.09478


How: recover third moment of data

• With random weights, we can recover a noisy version of the third 

moment of the data, in the form of 𝑇3: = σ𝑖=1
𝐵 𝑐𝑖 𝑥𝑖

⊗3

• Then the decomposition is unique unless data samples are linearly 
dependent

• Applies when 𝐸 𝜎 3 𝑤   or 𝐸 𝜎 4 𝑤 ≠ 0. Applies to sigmoid, 

tanh, ReLU, leaky ReLU, GeLU, SELU, ELU etc. 

• Reconstruction error ≤ ෨𝑂 𝑑/𝑚 .

21[Wang, Lee, L, 2023] https://arxiv.org/abs/2212.03714

https://arxiv.org/abs/2212.03714


Our goal:
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• Upper bound: 

• 𝑅𝑈 𝐴 ≔ max
𝑆

𝑑 𝑆, 𝐴 𝑂 ,

• Distance metric: 𝑑 𝑆, መ𝑆 ≔ min𝜋
1

𝐵
σ𝑖 ||𝑆𝑖 − ෣𝑆𝜋(𝑖)||2 (up to permutation)

• No defense: O=G, with defense: O=D(G)

• Lower bound: 

• 𝑅𝐿 = min መ𝑆=𝐴 𝑂 𝐸𝑆 𝑑 𝑆, መ𝑆  

• No defense: O=G+𝜖, 𝜖 ∼ 𝑁 0, 𝜎2 , with defense: O=D(G) +𝜖

• Remark: our focus is on properties of model architecture/weight + 
defense method (not on data)



Comparisons with information-theoretic 
lower bound on defenses 

23[Liu, Wang, Chen, L, 2024] https://arxiv.org/abs/2402.09478

defense Upper bound Lower bound

No defense ෨𝑂 𝐵 𝑑/𝑚 Ω 𝜎 𝑑/𝑚

Local aggregation ෨𝑂 𝐾𝐵 𝑑/𝑚 Ω 𝜎 𝑑/𝑚

𝜎2−gradient noise ෨𝑂 (𝐵 + 𝜎) 𝑑/𝑚 Ω 𝜎 𝑑/𝑚

DP-SGD ෨𝑂 (𝐵 + 𝜎max{1, 𝐺 /𝜋 }) 𝑑/𝑚 Ω 𝜎max{1, 𝐺 /π} 𝑑/𝑚

p-Dropout ෨𝑂 𝐵 𝑑/(1 − 𝑝)𝑚 Ω 𝑑/(1 − 𝑝)𝑚

Gradient pruning: unknown Ω 𝑑/(1 − Ƹ𝑝)𝑚

https://arxiv.org/abs/2402.09478


Lower bound analysis

• (Bayesian) Cramer-rao: 𝑅𝐿
2 ≥ 𝜎2Tr((𝐽𝐽𝑇)−1) 

• J is Jacobian of the forward function (after defense): 𝐹: 𝑆 → 𝐷 ∇𝐿 𝑆; Θ  

• Key factor: how is J modified, ill-conditioned

• Connection to the linear and quadratic examples:

•  When Jacobian is singular, generally hard to reconstruct.

24



Take-away on the theoretical results:

• This is a promising framework (with matched dependence on d,m,p, 
𝜋)

• The analysis is focused on properties of model architectures/weights, 
defense strength, not data (worst case of data, no prior info).

• Lower bound analysis is general, upper bound is more restrictive. 
(Need new tools to go beyond two-layer networks) 

• Can be used to explore utility-privacy trade-off …To be Continued

25



Take-away on the theoretical results:

• This is a promising framework (with matched dependence on d,m,p, 
𝜋)

• The analysis is focused on properties of model architectures/weights, 
defense strength, not data (worst case of data, no prior info).

• Lower bound analysis is general, upper bound is more restrictive. 
(Need new tools to go beyond two-layer networks) 

• Can be used to explore utility-privacy trade-off …To be Continued
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Part II

• Is there optimal strategy to defense data leakage?

27



Exploring the optimal privacy-utility trade-off

• What we need:

• Formal definition of privacy:  Reconstruction error lower bound
𝑅𝐿

2: = min
𝐴

𝐸𝑥𝐸𝑂∼D 𝐺(𝑥) |𝐴 𝑂 − 𝑥|2

• Formal definition of utility: First/Second order utility
𝑈1 𝐷, Θ ≔ 𝐸𝑥∼D𝐸𝑂∼D 𝑔 𝑥 𝑔 𝑥 ⋅ 𝑂, if 𝑈1 = 0, use

𝑈2 𝐷, Θ : = − 𝐸𝑥Var𝑂∼D 𝑔(𝑥) 𝑔(𝑥) ⋅ 𝑂

• How to solve:

• Constrained optimization: maximize privacy under restricted utility loss
max 𝑅𝐿

2, 𝑠. 𝑡. , 𝑈 ≥ 𝐶.

28



Optimal defense for adding (heterogeneous) noise

• What we need:

• Formal definition of privacy:  Reconstruction error lower bound

𝑅𝐿
2 ≥

𝑑2

Tr 𝐽𝐹
, 𝐽𝐹 = diag(||∇𝑥𝑔 𝑥 ||2/𝜎𝑖)

• Formal definition of utility loss: second order utility loss (first order loss is 0)
𝑈2 = diag(||∇𝑥𝑔 𝑥 ||2/𝜎𝑖)

• How to solve:

• Constrained optimization: maximize privacy under restricted utility loss

𝜎𝑖 ≔ 𝜆
𝐸𝑥||∇𝑥𝑔𝑖 𝑥 ||2

𝐸𝑥|𝑔𝑖 𝑥 |2

29



Optimal defense for DP-SGD

• How to solve:

• Constrained optimization: maximize privacy under restricted utility loss

𝜎𝑖 ≔ 𝜆
𝐸𝑥||∇𝑥𝑔𝑖 𝑥 ||2

𝐸𝑥|𝑔𝑖 𝑥 |2
if |gi x | < 𝜋, ≔ 0 if |gi x | = 𝜋

30



Optimal defense for gradient pruning

• Pruning algorithm:

• Find pruning set A: 

𝐷prune,𝐴 𝑥 𝑖 = ቊ
0,  if 𝑖 ∈ 𝐴, 
𝑥𝑖 , if 𝑖 ∉ 𝐴. 

• Optimal A:

• Prune out coordinates with the smallest values of:

𝑘𝑖 ≔
𝐸𝑥||∇𝑥𝑔𝑖 𝑥 ||2

𝐸𝑥|𝑔𝑖 𝑥 |2

31



Experiments (DP-SGD)
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Experiments (Gradient Pruning)
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Discussions

34

• Call for more theoretical analysis under the inverse problem 
framework
• Computational barrier for lower bound result 

• Need new tools to go beyond two-layer networks for upper bound

• Study how data properties (ill-conditioned, prior knowledge) affect the 
vulnerability to privacy attacks

• Potentially extend to other defense methods (beyond DP-
SGD/pruning).

• Can similar procedure be applied to designing optimal unlearning 
strategy? 



Thank you
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How: recover third moment of data

• We want to estimate 𝑇𝑝: = σ𝑖=1
𝐵 𝐸𝑤 𝜎 𝑝 𝑤⊤𝑥𝑖 𝑥𝑖

⊗𝑝
 

• Uniquely identify {𝑥1, 𝑥2, ⋯ , 𝑥𝐵} through tensor decomposition when 
data is linearly independent for p>=3. [Kuleshov et al. 2015]

• Our strategy: choose 𝑎𝑗 =
1

𝑚
, 𝑤𝑗 ∼ 𝑁 0, 𝐼 , estimate 𝑇 by            

 ෢𝑇3 ≔
1

𝑚
σ𝑗=1

𝑚 𝑔 𝑤𝑗 𝐻3 𝑤𝑗 , 𝑔 𝑤𝑗 ≔ ∇𝑎𝑗
𝐿 = σ𝑖=1

𝐵 𝑙𝑖
′𝜎 𝑤𝑗

⊤𝑥𝑖

36[Wang, Lee, L, 2023] https://arxiv.org/abs/2212.03714

https://arxiv.org/abs/2212.03714


Tensor decomposition

• Stein’s lemma: 𝐸𝑤∼𝑁 𝟘,𝐼 𝑔 𝑎⊤𝑤 𝐻𝑝 𝑤 = 𝐸 𝑔 𝑝 𝑎⊗𝑝 .

• Hermite function: 𝐻2 𝑤 = 𝑤𝑤⊤ − 𝐼, 𝐻3 𝑤 = 𝑤⊗3 − 𝑤 ෪⊗ 𝐼.

• ෢𝑇𝑝 ≔
1

𝑚
σ𝑗=1

𝑚 𝑔 𝑤𝑗 𝐻𝑝 𝑤𝑗 ≈ 𝐸𝑤∼𝑁 𝟘,𝐼 𝑔 𝑤 𝐻𝑝 𝑤

≡ ෍

𝑖=1

𝐵

𝐸 𝜎 𝑝 𝑤⊤𝑥𝑖 𝑥𝑖
⊗𝑝

=: 𝑇𝑝

• 𝑔 𝑤𝑗 ≔ ∇𝑎𝑗
𝐿 = σ𝑖=1

𝐵 𝑙𝑖
′𝜎 𝑤𝑗

⊤𝑥𝑖  is our observation from the 

model gradient

37[Wang, Lee, L, 2023] https://arxiv.org/abs/2212.03714

https://arxiv.org/abs/2212.03714


Algorithmic upper bound on attacks

• Applies when 𝐸 𝜎 3 𝑤   or 𝐸 𝜎 4 𝑤 ≠ 0. Applies to sigmoid, 

tanh, ReLU, leaky ReLU, GeLU, SELU, ELU etc. 

• Reconstruction error ≤ ෨𝑂 𝑑/𝑚 .

38[Wang, Lee, L, 2023] https://arxiv.org/abs/2212.03714

https://arxiv.org/abs/2212.03714


Beyond computer vision tasks…

39More results in: [Li, Liu, L, 2024] https://arxiv.org/abs/2312.05720

https://arxiv.org/abs/2312.05720
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