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demands in both training and inference time.
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Motivation

Why? Growing data and model sizes lead to increasing computational
demands in both training and inference time.

What? Want a smaller model and data size:
to save energy, memory, and time without compromising
performance.

How? Need efficient model and data pruning strategies.
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Outline

© Data Pruning
@ Data Selection for Fine-tuning
@ Variance-Bias trade-off in Low Intrinsic Dimension
@ Sketchy moment matching
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Data Selection for Fine-tuning
Data Selection for Finetuning

» Large full dataset X = [z1,---,2n]" C &Y, drawn i.i.d. from
unknown distribution

» Finetuning function class 7 = {f(-;0) : X - R | 0 € ©} with
parameters © C R"

» Pre-trained initialization 0, (without loss of generality)

» Ground truth §* € © such that E[y|z] = f(x;6*) and V]y|z] < o2

» Finetuning dynamics fall in the kernel i f(;6.)
regime: “ -
f(a;0) = f(x;0,) + Vof(2;0,) "6

» With suitable pre-trained initialization
(i.e. f(-,0.) is close to f(-,60%)), |02

| =

> Let G = Vo f(X;0,) € RN*" and 6. Il, is small
GS _ ng(Xs;Or) c Rnxr * 112
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Data Selection for Fine-tuning
Data Selection for Finetuning in Kernel Regime

Select a small coreset (Xg,ys) C X™ x R™ of size n indexed by S C [N]
such that:

1
fs = argmin —||G8 — ys||3 + «|0]|3
0cO n

» Low-dimensional data selection: » < n, a = 0 (linear regression)

» High-dimensional data selection: » > n, a > 0 (ridge regression)

Aim to control excess risk:

ER(0s) = [10s — 0"|1%.

where ¥ = E,p[Vgf(2;0,)Vof(z;0,) 7] € R™*"
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Data Selection for Fine-tuning
In Low Dimension: Variance Reduction

Consider fixed design for simplicity:
> ¥ =K, p[Vof(2;0,)Vof(z;0,)"] =G 'G/N
» Low-dimensional data selection: rank(Gg) = r < n such that
Ys=GlGg/n 0
V(ariance)-optimality characterizes generalization:
> E[ER(0s)] < Ztr(Ex5h)
> If ¥ < cgXEg for some cg > %, then E[ER(0s)] < cso?L
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Data Selection for Fine-tuning
Uniform Sampling Result

Uniform sampling achieves nearly optimal sample complexity in low
dimension:

Assuming ||Vof(;0.)|l2 < B and ¥ = ~vI,. With probability > 1 — 6, Xg
sampled uniformly from X satisfies 3 = cgdg for any ¢cg > 1 when

4

n> ﬁ(r +log(1/6))
S

Uniform sampling is near-optimal when r < n? What else to expect?

Can the low intrinsic dimension of finetuning be leveraged for
high-dimensional data selection (r > n)?
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Variance-Bias trade-off in Low Intrinsic Dimension
Thought Experiment and Prior work

Finetuning can be
learned in a low-
dimensional manifold

» Bias reduction (low-rank approximation for data matrix): adaptive
sampling, k-center greedy

» Variance reduction (V-optimality): uniform sampling, Herding

» Bias-variance trade-off: truncated leverage score, ridge leverage score

» data pruning/selection
» label-dependent: based on training dynamics
» label-free: based on geometric properties
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Variance-Bias trade-off in Low Intrinsic Dimension
With Low Intrinsic Dimension: Variance-Bias Trade-off

» High-dimensional data selection: rank(Gg) < n < r such that
Yg = GgGs/n is low-rank

Assumption (Low intrinsic dimension)

For ¥ = GTG/N, let

t=min{t € [r] | tr(Z — (£)t) < tr(¥)/N}

be the intrinsic dimension of the learning problem. Assume t < min{N,r}

» Necessity of low intrinsic dimension: if all  directions in 3 are equally
important, E[ER(fs)] 2 r —n
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Variance-Bias trade-off in Low Intrinsic Dimension
Variance-Bias Tradeoff Theorem

Theorem (Variance-bias tradeoff)

Given a coreset of size S, let Ps be the orthogonal projector onto any

subspace S C Range(Xs), and Psl = I, — Ps. There exists o > 0 such
that:

2

2
E[ER(s)] < min -2 tr(S(PsSgPs)!) + 2tr(SPL)|6%|2
SCRange(Xs) T ~—_———

~~

> bias
variance

P Variance: excludes the eigen-subspace corresponding to small
eigenvalues of g

P> Bias: covers the eigen-subspace corresponding to large eigenvalues X
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Variance-Bias trade-off in Low Intrinsic Dimension
Sample Efficiency

Corollary (Exploitation + exploration)
Given S C [N], for § C Range(Xgs) with rank(Ps) ~ ¢, if:
» Variance is controlled by exploiting information in S
Ps(csXg — X)Ps = 0 for some cg > n/N
> Bias is controlled by exploring Range(X): tr(XPg) < X tr(S — (X))
Then,

1
E[ER(0s)] < variance + bias < —(cso’t + tr(X)]|6%(|3)
n

» Sample efficiency: With suitable selection of S C [N] the sample
complexity of finetuning is linear in the intrinsic dimension t,
independent of the (potentially high) ambient parameter dimension 7.
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Sample Efficiency

Corollary (Exploitation + exploration)
Given S C [N], for § C Range(Xgs) with rank(Ps) ~ ¢, if:
» Variance is controlled by exploiting information in S
Ps(csXg — X)Ps = 0 for some cg > n/N
> Bias is controlled by exploring Range(X): tr(XPg) < X tr(S — (X))
Then,

1
E[ER(0s)] < variance + bias < —(cso’t + tr(X)]|6%(|3)

S

» Sample efficiency: With suitable selection of S C [N] the sample
complexity of finetuning is linear in the intrinsic dimension t,
independent of the (potentially high) ambient parameter dimension 7.

> How to explore the intrinsic low-dimensional structure efficiently for
data selection?
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Variance-Bias trade-off in Low Intrinsic Dimension
Gradient Sketching

» Gradient sketching: Randomly projecting the high-dimensional
gradients G = Vo f(X;0,) € RV*" to a lower-dimension
m = O(t) < r via a Johnson-Lindenstrauss transform (JLT)

» Common JLT: a Gaussian random matrix I' € R™*" with i.i.d entries

Ly ~ N(0,1/m)

Theorem (Gradient sketching)

Under mild conditions, ¥, %g € R™ ™ bpeing the sketched covariance of
original data and selected data, m = 11t, there exists o > 0 such that:

rE(Es)) + S

[N

i (E5) latr(2) + 2 15(5s) o) 6 3

1 -
E[ER(0s)] S by
[BR(05)] 5 el

n
—_———

variance sketching error

If % < csXg and m = max{/tr(X)/vs, 11t},

E[BR(8s)] § = (o”m + tr(2)6.]1°).

— = = — SR

bias
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Sketchy moment matching
Sketchy Moment Matching (SkMM)

Moment matching

> Spectral decomposition

Gradient sketching =GTG/N =VAVT
» Draw a (fast) JLT I' € R"™*™ > Initialize s = [s1,..., Sn] with
» Sketch the gradients s; = 1/n for uniformly sampled
G = Vof(X;0,)T € RNxm n

» Sample size-n coreset according
to optimization:

m ~ ~
A mﬁ% (v TGleag( )ij — A2 Relaxation of 1/cg¥ < Xg :
[ Aj/es < vaéTdiag(s)évj

st. s € Ay, > 1/es Vj € [m]
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Sketchy moment matching
Efficiency of SkMM

Recall m < min{N, r}:
» Gradient sketching is parallelizable with input-sparsity time:
» O(nnz(G)m) for Gaussian embedding
» O(nnz(G)logm) for Fast JLT (sparse sign)
» Moment matching takes:

» O(m3) for spectral decomposition
» O(Nm) per iteration for optimization
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Sketchy moment matching
SkMM simultaneously controls variance and bias

Bias reduction

I =e

2
3

low-dimensional
subspace §

b Gradient sketching:

- Moment matching
-in §: variance-
bias tradeoff
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Sketchy moment matching
Synthetic Experiments (Regression)

Synthetic Data (Regression)

» Gaussian mixture model (GMM)

> N = 2000, r =2400 > N

» Well-separated clusters of random sizes

» Grid search for nearly optimal «
Baselines:

» Herding

Uniform sampling

>

> K-center greedy

» Adaptive sampling/random pivoting
>

T(runcated)/R(idge) leverage score sampling
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Sketchy moment matching
Synthetic results
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SkMM, n=80, risk=3.00e-03

Bias reduction
Adaptive, n=80, risk=3.51e-03
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¥ - .
| o1 Y = W
Wt “ s
N s >3 Wi
- s o'* v,
"5 . . < .. .
) ¢ " L
" o P23 As3
h : ey 3 Yok S
e? o A g™ we .
-40 -20 o 20 40 -40 -20 o 20 40 -40 -20 o 20 40

Herding, n=80, risk=7.40e+02

S
vt

L}
)

(Courant Institute & CD.

Distribution-aware Data and Model Pruning

Nov, 2024

18 /36



Sketchy moment matching
Real Experiments (Classification)

StanfordCar dataset

196 imbalanced classes

N = 16,185 images

Linear probing: CLIP-pre-trained ViT (r = 100, 548)

Last-two-layer finetuning: ImageNet-pre-trained ResNet18
(r = 2,459, 844)

VVyVvYVvyyYy

Qi Lei (Courant Institute & CDS, NYU) |Distribution-aware Data and Model Pruning Nov, 2024

19/36



Sketchy moment matching
SkMM for classification: Liner Probing

Table 2: Accuracy and F1 score (%) of LP over CLIP on StanfordCars
n 2000 2500 3000 3500 4000

Acc 67.63+£0.17 7059 £0.19 7249+0.19 74.16+022 75.40+0.16
Fl  6454+0.18 67.79+023 7000£020 71.77+023 73.14+0.12 M

- Acc 67224016 7102£013 73174022 7464 =018 7571%029 .
Herding [90] FI 64074023 68284015 7064+028 7222026 7326+039  ® 196 imbalanced classes

Acc 6764013 7082+£023 7266+£0.12 7446+0.17 7577+0.12
FI_ 6451017 68.18+025 70054011 7213+015 73354007 @ N = 16,185 images

Acc  67.60 £0.24 70.85+£027 73.07+026 74.63+021 76.00+0.20

Uniform Sampling

Contextual Diversity [1]

Glister [43] . .
FI_ 6450+034 6807+038 7047035 72184025 7369£024 | inaar probing (LP
GraNd [83) Acc 6727+007 7038+007 7256+005 74.67+0.06 75.77+0.12
FI_ 64042009 6748009 6981£008 7213£005 342013 o ~||p_peo teoined \iT
Forgetting (9] Acc 6759+0.10 70.99+005 7254+007 7481 +£005 7574+ 001 P
orgetting Fl 6485013 6853+£007 7030+005 72.59+0.04 73.74 +0.02
DeepFool (53] A 67772029 70731022 Baiton msizom msazors  ®1 = 100,548
P Fl  64.16:0.68 6849+053 7093+£032 7244+027 73.79+0.15
Entropy (19) Acc 6795+0.11 71.00+0.10 7328+0.10 75.02+008 7582+006 Last-two-layer finetuning (FT)

Fl  64.55+£0.10 67.95+0.12 70.68+0.12 7246+0.12 73.29 £0.04

Margin (3] Acc 6753014 7119£009 7309014 7466011 7557£013  ® |mageNet-pre-trained ResNet18
gin [19] FI 64164015 6833+0.14 7037+0.17 7203+0.11 73.14+0.20
Acc 6768 £0.11 7099 £0.14 73.04+£005 7465+009 7558+008 L - Q
Fl 64094020 68034020 7030£007 7202010 7astorr © 7 = 2,459,844
Acc 6827+£003 7153 +005 73.61+002 75.12+001 7634+0.02
FI 65294003 6875+006 71.14+003 72.64+0.02 74.02+0.10

Least Confidence [19]

SkMM-LP
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Sketchy moment matching
SkMM for Classification: Last-two-layer Finetuning

Table 3: Accuracy and F1 score (%) of FT over (the last two layers of) ResNet18 on StanfordCars

n 2000 2500 3000 3500 4000
Uniform Samplin Acc 29.19+037 3283+0.19 3569+035 3831+0.16 4035+026
PN Rl 2614039 2991+0.16 32804037 3538+0.19 37.51+0.23
Herding (90] Acc 29.19+£021 3242+0.16 3583024 3830019 4051+0.19
8 FI  2590+024 2948+023 3289+027 35504022 37.56+021
Contextual Diversity (I] AC¢ 2850%034 3266027 3567032 3831015 4053+0.18
ontextual Diversity Fl 2565040 29.79+029 3286+031 3555+0.14 37.81+023
Glister (23] Acc 29.16+£026 3291+0.19 3603020 38.16+0.12 4047 £0.16
ister FI  2633+£0.19 3005+028 3326+0.18 3541+0.14 37.63+0.17
GraNd (63) Acc 2859+0.17 3267+020 3583+0.16 3858+0.15 40.70+0.11
FI 2566015 2970+022 3276+0.16 35724015 37.83+0.11
- Acc 2861 £031 3248+028 3518024 37.78+022 4024+0.13
Forgetting (79] FI 25644025 29584030 32384020 35164018 37.41+0.14
DeepFool (53] Acc 2497£020 29.02+0.17 3260+0.18 35594024 3820:+022
ceplool FI  22.11£0.11 2608+029 2983+027 32924033 3547022
Entropy (9] Acc 2887+0.13 3284+020 3564020 37.96+0.11 4029 £027
Py FI  2595+0.17 3003017 3285+023 35194012 3733+034
Margin (I9] Acc 29.18+0.12 3273+0.15 3567+030 38274020 40.58+0.06
argm 12 Fl 2615012 29.66+005 32.86+030 3561+0.17 37.77 +0.07
Least Confidence [19] A6 2905 £007 32884013 3566+018 3825+020 39.91%009
ast Confidence FI 2618004 30.03+0.14 3279+0.15 35424016 37.14+0.12
SKMMLFT Acc 2944009 3348+0.04 3611012 39.18+0.03 4177 £0.07
3 FI 2671010 3075+0.05 3324+005 3638+0.05 39.07+0.10

StanfordCar dataset

® 196 imbalanced classes

® N = 16,185 images

Linear probing (LP

® CLIP-pre-trained ViT

®r =100,548

Last-two-layer finetuning (FT

® ImageNet-pre-trained ResNet18
®r = 2,459,844
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Sketchy moment matching
Conclusion

» A rigorous generalization analysis on data selection for fine-tuning
> Low-dimensional data selection: variance reduction (V-optimality)
» High-dimensional data selection: variance-bias tradeoff
» Gradient sketching provably finds a low-dimensional parameter
subspace S with a small bias
» Reducing variance over S preserves the fast-rate generalization
O(dim(S)/n)
» SkMM —a scalable two-stage data selection method for finetuning
that simultaneously:
» Explores the high-dimensional parameter space via gradient sketching
» Exploits the information in the low-dimensional subspace via moment
matching

Future direction: streaming data
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Outline

© (Language) Model Pruning
@ Prior work
@ Methodology
@ Results
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Prior work

Classification 1: model structure preservation

. e n oo ,
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L e et

A: better performance preservation

B: hardware compatibility; efficient at inference time

'Pruning masks: Dark blue is kept weight; light blue is prunedsout weight:
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Prior work

Classification 2: approximation principle

g

(8]

Q
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A: Preserving model weights

B: Preserving model outputs
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Prior work
Prior work

Classification 3: Retraining requirements (Computational costs)

A: lterative pruning (High)
B: Finetuning-required pruning (Median)
C: One-shot pruning (Relatively Low)
Value-based <« Gradient-based < Hessian-based
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(Language) Model Pruning RVt lIIer:%

Goal

Iterative pruning ==
Unstructured pruning ==>

Gradient/Hessian-based ==

Weight preservation ==

Single-shot pruning
Structured pruning
Value-based pruning
Output preservation
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Methodology
Goal

Iterative pruning == Single-shot pruning
Unstructured pruning ~ ==>  Structured pruning
Gradient/Hessian-based == Value-based pruning
Weight preservation == Output preservation
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Methodology
One-shot Pruning

Fine-tuning

Well-Trained
LLM

!Concentrate on the effectiveness of the pruning method, instead of comparisons of
fine-tuning data’'s quality.
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Methodology
One-shot Pruning

‘| Well-Trained
i LLM

!Concentrate on the effectiveness of the pruning method, instead of comparisons of
fine-tuning data’'s quality.
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Methodology
Goal

Iterative pruning == Single-shot pruning
Unstructured pruning == Structured pruning
Gradient/Hessian-based == Value-based pruning
Weight preservation ==> Output preservation
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Methodology
Pruning Unit: Depth-2 Units

Two pruning strategies:

Depth-2 Module Depth-2 Module

ﬁﬁﬁﬁﬁﬁﬁ

Intra Channel Pruning Inner Channel Pruning
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Methodology
Depth-2 Unit 1: Feedforward Layer

Depth-2 Module

1
EEEEE
B ermommrmm MEEEEEES
B'EOEOEN e EEEEEEEN |
(== =r Reswsssual
B RN e EEEEEEEN
B, BN B SN SEESSEES
B BB
B A0 pgppem
h Oooo000T |
X! Wy 2 1

Inner Channel Pruning

Depth-1 magnitude-based pruning:  ||(W7). ]|
Depth-2 magnitude-based pruning:  |[(W1).;||||(W2);,.
Ours: [(Wa)i:[I2(Wh) 2 (W)

Rational: magnitude of each slice E[||(1¥2);,. 202((W1)L-X)]
= 31 (Wa)i |P(W1) [ m(W)....
(Take input X as a normal distribution with covariance X, o is ReLU.)
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Methodology
Depth-2 Unit 2: Attention Layer

Scaled Dot-Product N ,,,,,,,,,,,
Attention :

L ] 1 o ®
Linear Linear Linear o—o

\% K Q

multi-head attention 32 attention heads from Block 4&5 of Llama-7
Connected if D(h;, hj) > 0.2.

Qi Lei (Courant Institute & CDS, NYU) |Distribution-aware Data and Model Pruning Nov, 2024 30/36



(Language) Model Pruning Methodology

Goal

Iterative pruning ==
Unstructured pruning ==
Gradient/Hessian-based ==
Weight preservation ==

Single-shot pruning
Structured pruning
Value-based pruning
Output preservation
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Methodology
Layer-wise Recovery

Motivation:

» For gradient-based pruning ==> global criterion ==
fGWHAW) = f(s W)+ Vw f(, W)AW

» For Value-based pruning ==> local criterion for each layer ==
error will compound layer by layer (if each layer is pruned
independently)
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Methodology
Layer-wise Recovery from Targeted Value

We will apply the above pruning strategy on
a recovered weight W;:

W, ¢ argmin [WX; - i

X is the updated input due to pruned weights - - — - - - - - - - - - -
Wi, -+ Wi_q, V) is the targeted output. ?

“[Li, L, Cheng, Xu, 2023]
https://arxiv.org/abs/2310.13191

=
—~
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(Language) Model Pruning Results

Results
Methods l WikiText2 PTB| [ BoolQ PIQA HS WG ARC-e ARC-c OBQA l Ave 1
Dense | 12.62 2214 | 7318 78.35 72.99 67.01 67.45 41.38 424 | 635
Data Free Pruning
Random 23.02 40.19 46.21 71.33 59.35 56.51 47.97 32.0 36.30 49.95
L1 norm 179.02 311.75 51.28 60.22 43.14 52.01 36.53 27.89 30.8 43.12
L2 norm 582.41 1022.17 60.18 58.54 37.04 53.27 32.01 27.56 29.8 42.76
Ours 21.76 343 63.51 72.63 56.54 54.46 51.68 33.79 36.4 52.72
Ours (RC) 20.32 33.42 64.17 72.67 58.43 57.29 53.32 34.15 37.23 53.89

Data Dependent Pruning

Training-Aware Pruning

LLM-P.Vec 22.28 41.78 61.44 71.71 57.27 54.22 55.77 33.96 38.4 53.52
LLM-P.E1 19.09 34.21 57.06 75.68 66.8 59.83 60.94 36.52 40.0 56.69
LLM-P.E2 19.77 36.66 59.39 75.57 65.34 61.33 59.18 37.12 39.8 56.82
Inference-Aware Pruning
Wanda-sp 27.45 49.52 64.16 75.21 68.62 62.27 59.68 36.68 39.2 57.97
Ours (X) 17.48 30.04 66.48 75.78 67.73 62.27 61.4 35.49 39.6 58.39
Ours (Z;RC) 17.90 31.23 70.12 76.86 68.55 65.76 64.23 38.54 40.5 60.65
Retraining-required Pruning
LLM-P. LoRA [ 17.37 30.39 [ 69.54 76.44 68.11 65.11 63.43 37.88 40.0 [ 60.07

Model: LLaMA-7B (20% sparsity)
First two datasets: zero-shot perplexity (PPL) analysis
Next 7 datasets: zero-shot task classification
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Conclusions

» |dentifying inherent pruning structure:
depth-2 units & attention heads

» Designing effective pruning criterion:
distribution-aware value-based pruning

» Low-computational performance recovery technique:
avoid error compound
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Conclusions

> |dentifying inherent pruning structure:
depth-2 units & attention heads

» Designing effective pruning criterion:
distribution-aware value-based pruning

» Low-computational performance recovery technique:
avoid error compound

Data and Model Pruning

> distribution-aware and greedy selection

» Data pruning: preserving features in the low intrinsic dimension
»> Model pruning: preserve nodes with higher contribution

P no-training required
» Data pruning: exploring low order statistics of Px
» Model pruning: consider input data's distribution
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