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This PowerPoint 2007 template produces a 48”x72” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics. 
 

We provide a series of online answer your poster production 
questions. To view our template tutorials, go online to 
PosterPresentations.com and click on HELP DESK.
 

When you are ready to  print your poster, go online to 
PosterPresentations.com
 

Need assistance? Call us at 1.510.649.3001
 

QUICK START
 

Zoom in and out
As you work on your poster zoom in and out to the 
level that is more comfortable to you. Go to VIEW > 
ZOOM.

Title, Authors, and Affiliations
Start designing your poster by adding the title, the names of the 
authors, and the affiliated institutions. You can type or paste text 
into the provided boxes. The template will automatically adjust the 
size of your text to fit the title box. You can manually override this 
feature and change the size of your text. 
 

TIP: The font size of your title should be bigger than your name(s) 
and institution name(s).

Adding Logos / Seals
Most often, logos are added on each side of the title. You can insert 
a logo by dragging and dropping it from your desktop, copy and 
paste or by going to INSERT > PICTURES. Logos taken from web sites 
are likely to be low quality when printed. Zoom it at 100% to see 
what the logo will look like on the final poster and make any 
necessary adjustments.  

TIP: See if your company’s logo is available on our free poster 
templates page.

Photographs / Graphics
You can add images by dragging and dropping from your desktop, 
copy and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of 
the corner handles. For a professional-looking poster, do not distort 
your images by enlarging them disproportionally.

Image Quality Check
Zoom in and look at your images at 100% magnification. If they look 
good they will print well. 
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QUICK START (cont.)

How to change the template color theme
You can easily change the color theme of your poster by going 
to the DESIGN menu, click on COLORS, and choose the color 
theme of your choice. You can also create your own color 
theme.

You can also manually change the color of your background by 
going to VIEW > SLIDE MASTER.  After you finish working on 
the master be sure to go to VIEW > NORMAL to continue 
working on your poster.

How to add Text
The template comes with a number of 
pre-formatted placeholders for headers 
and text blocks. You can add more blocks 
by copying and pasting the existing ones or 
by adding a text box from the HOME menu. 

 Text size
Adjust the size of your text based on how much content you 
have to present. The default template text offers a good 
starting point. Follow the conference requirements.

How to add Tables
To add a table from scratch go to the INSERT menu 
and click on TABLE. A drop-down box will help you 
select rows and columns. 

You can also copy and a paste a table from Word or another 
PowerPoint document. A pasted table may need to be 
re-formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, 
Margins.

Graphs / Charts
You can simply copy and paste charts and graphs from Excel 
or Word. Some reformatting may be required depending on 
how the original document has been created.

How to change the column configuration
RIGHT-CLICK on the poster background and select LAYOUT to 
see the column options available for this template. The poster 
columns can also be customized on the Master. VIEW > 
MASTER.

How to remove the info bars
If you are working in PowerPoint for Windows and have 
finished your poster, save as PDF and the bars will not be 
included. You can also delete them by going to VIEW > 
MASTER. On the Mac adjust the Page-Setup to match the 
Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master.

Save your work
Save your template as a PowerPoint document. For printing, 
save as PowerPoint or “Print-quality” PDF.
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➢ With the addition of a generative model pre-trained 
on the underlying data distribution, privacy can 
easily be breached. We aim to show that the same 
technique of gradient inversion performed on medical 
image data can also be applied to tabular data.

The image reconstruction and tabular data 
reconstruction methods are based on a gradient 
inversion implementation by Jeon et al. [3]. The former 
uses a generative image prior, which is learnable via 
interactions in FL. 

From the image reconstruction results, batch size of 
4 had the best recorded PSNR (ratio of maximum 
value of pixel to noise) indicating lower error.

Gradient Inversion: 
➢ Using prior knowledge (pretrained models, known 

Gaussian Distribution) to initialize inputs
➢ Obtain gradients from initialized and original input  
➢ Minimize the loss between two inputs
➢ Update our generated inputs

➢ Larger Datasets: Applying gradient inversion to 
larger and more complex datasets, going beyond 
black-and-white medical images

➢ Attack on defensive methods: Applying gradient 
inversion against perturbation on gradients
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Medical Data Leakage via Gradient Inversion

Dataset: This project utilizes multiple datasets and 
evaluates the performance of gradient inversion on 
medical image data and tabular medical record data. 
➢ MIMIC-III - large, freely-available database 

comprising de-identified health records associated 
with over 40,000 patients who stayed in critical care 
units of the Beth Israel Deaconess Medical Center 
between 2001 and 2012.

➢ MedMNIST v2 - large-scale MNIST-like database of 
standardized biomedical images. All images are 
preprocessed into 28x28 (2D) and 28x28x28 (3D) and 
contain classification labels.

Objectives: We sought to explore two main goals:
1. Replication of gradient inversion on 2D MedMNIST 

medical image data
2. Application and improvement on gradient inversion 

on medical tabular data

➢ MIMIC-III - The data used for the gradient inversion 
was preprocessed for in-hospital mortality, following 
the instructions for building benchmark tasks 
provided by Harutyunyan et al. [2]. The data was 
transformed into time-series data, with dimension 
of 48 timestamps and 76 features.

➢ MedMNIST - The data used for this analysis was 
BreastMNIST, which is based on a dataset of 780 
breast ultrasound images. There are two classes: 
positive (normal and benign) and negative 
(malignant).

test_10

malignant (0)
test_10_gt

malignant (0)
test_11_gt

normal (1)
test_12_gt

malignant (0)
test_13_gt

test_11 test_12 test_13

Ground Truth vs Reconstructed images with 
Pretrained StyleGAN with batch size of 4

4 STEPS of Gradient Inversion

For the image reconstruction, we implemented a StyleGAN2 
image generator trained on MedMNIST with varying batch 
sizes. For tabular data reconstruction, the input was 
generated by Gaussian Distribution, with mean and variance 
derived from training data.

During the gradient inversion process, we improved the 
similarity between predicted inputs and ground truth by 
implementing
● Total variation(neighbors pixels should be similar) [5]
● Binary Constraint(for known binary columns)
● Nuclear Norm(increase sparsity)

Bayesian optimization was applied to find best alphas. 

For the tabular data reconstruction, 
we utilized the naive version of 
gradient inversion introduced by Jeon 
et al.[3] as a baseline, and applied 
our method incorporating prior 
knowledge to optimize the data 
reconstruction.

      Ground Truth      Baseline Result             Best Result

➢ Our models outperforms by 10% comparing to baseline.
➢ Prior Knowledge works: 

○ Initialized inputs under estimated distribution.
○ Nuclear norm and total variation are effective in 

smaller scale.
○ Binary constraint is ineffective due to a threshold 

requirement for the conversion of logits into binary 
variables.

With hyperparameters selected by 
Bayesian Optimization, after 5000 
epochs with learning rate 0.01 and 
cosine annealing learning rate,

Background

Introduction

Data Overview and Preprocessing

Related Work

Approach

Results & Discussion

Future Works

References

➢ Federated learning (FL) :a 
distributed framework allows 
machine learning models to 
be trained on data via a 
gradient. Clients perform 
local optimization before 
sending the models back to 
the central model for 
updating; data is never 
shared and remains secure. 
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