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Annotating medical images - costly! 
           time-consuming!

Active learning to the rescue!



x ϕ(x)

Ideal ϕ – linearly separable
              (computationally+sample) efficiently learned



minimal: reduce irrelevant features to y
sufficient: keep relevant features to y
sample efficient: initially off-the-shelf model + 
finetuned by a few labeled samples

linearly 
separable



Standing point of our framework
Off-the-shelf ViTs is good feature representation for starters
---- Adapting to specific dataset hurts the performance!
 



Parameter-efficient AL on Off-the-shelf ViT

Lightweight adapter: ϕ(x) = g(fenc(x)), update feature representation 
through g



minimal: reduce irrelevant features to y
sufficient: keep relevant features to y
sample efficient: initially off-the-shelf model + 
finetuned by a few labeled samples

linearly 
separable



Label-Irrelevant Data Augmentation
minimal: reduce irrelevant features to y

   diverse and strong data augmentation
sufficient: keep relevant features to y 

    label-irrelevant data augmentation

Step 1. Label-Irrelevant Patches Localization*.
Step 2. Label-Irrelevant Patches Augmentation: 

our proposals -- SelfPatchAug and SubstitutivePatchAug

*LastAttentionMap[1], CosineAttentionMap[2], Saliency[3], DeepLIFT[4]
[1] Chefer et al. 2021. [2] Xu, et al. 2022. [3] Shrikumar et al. 2017. [4] Simonyan et al. 2014.



Label-Irrelevant Data Augmentation

SelfPatchAug



Label-Irrelevant Data Augmentation

SubstitutivePatchAug
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Experimental Results

AUBC Results Few-shot AL for Different Architectures



Experimental Results

AUBC Results Many-shot AL for Different Architectures



AUBC Results Few-shot AL for Different DA methods

Experimental Results



AUBC Results Many-shot AL for Different DA methods

Experimental Results



Experimental Results

AUBC Results Few-shot AL for Different DA methods (More AL Methods)



Experimental Results

Flexibility: We can also plug other DA methods for the patch augmentation!



Experimental Results

Visualization: Augmented Samples for Different Patch Augmentation Methods



Experimental Results

Ablation Study: Different Localization Methods

Ablation Study: Instance-adaptive Label Smoothing



Conclusions

1. We design an efficient AL framework based on off-the-shelf ViTs to gain nearly 
minimally sufficient representations.

2. We design a label-irrelevant patch augmentation scheme that preserves semantic 
information better than prior data augmentation methods during AL.

3. Few-shot AL: improve performance by 5%-7%. Our proposed data augmentation 
scheme: improve performance by 1%-4%.

 



Thank you for listening!
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